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ABSTRACT

It has been recognized that languages like Concurrent Prolog and Parlog which use committed choice nondeterminism have departed from the original concept of logic programming, but no new paradigm has been suggested. In this paper we propose that programs in such languages be viewed as rewrite rules that hierarchically decompose a process into a network of distributed processes. Logical variables and unification provide a powerful means of communication, and annotations can provide a synchronization mechanism that complements them.

1. Introduction

Horn Clause logic programming [1, 2] has aroused a great deal of interest in the past decade because of its declarative semantics and potential for parallel execution. Languages like Prolog [3] and IC-Prolog [4] have tried to realize the Horn Clause paradigm, as advocated by Kowalski [1], by retaining the declarative semantics and giving the programmer some control over the execution. These attempts have not been entirely successful since none of these languages preserves logical completeness, thus corrupting the declarative semantics. This has been partly due to their depth-first execution strategy (which raises the possibility of an infinite computation) and also due to annotations such as the cut, which prune the search space with nothing to ensure that no valid solutions are pruned. All this notwithstanding, it is possible for a careful programmer to write code that can be understood declaratively, thus making them reasonable approximations to the logic programming paradigm.

Unfortunately, extracting the parallelism inherent in Horn Clauses has proved to be a difficult task, and this has prompted the design of languages such as Concurrent Prolog (CP) [5] and Parlog [6] which use committed choice nondeterminism. Essentially, these languages force the programmer to nondeterministically 'choose' one of the alternatives at each OR-node in the search tree. Such a drastic reduction of the search space simplifies concurrent execution, but clearly logical completeness and the Horn Clause paradigm are hopelessly compromised. While it has been recognized that these languages have departed from the Horn Clause model [7], no new paradigm has been developed, and one of the contributions of this paper is to present such a paradigm.

These languages are of interest for two reasons. First, they greatly simplify the problem of a parallel implementation of Horn Clauses while retaining sufficient issues that pose a challenge. The experience gained in the implementation of such languages could be invaluable in the implementation of full-fledged Horn Clauses. Second, research in the use of these languages has shown their potential in several applications. Future versions of these languages with more sophisticated programming support could well be important programming tools in their own right.

The execution of programs in such languages leads to a set of concurrent processes, and logical variables are used as communication channels between these processes. Different variable annotations have been proposed as a means for synchronization, but they all seem to have been designed with the mechanics of unification and the search tree model of logic programming in mind. This paper looks at such annotated variable designs and argues that we need to change the way we think about them and about the programs in which they are used. We do not look at annotations such as the cut, which is used to restrict the search space, or the annotations in IC-Prolog which are used to increase efficiency (by suggesting indexing strategies or guiding execution) in languages that retain OR-parallelism.

In Section 2 we look at variable annotations in Concurrent Prolog, Parlog, a proposal by Saraswat [8] and Guarded Horn Clauses [9]. We discuss their shortcomings and argue in Section 3 that programs in such languages are better thought of as a set of rewrite rules for hierarchically decomposing a process into a system of distributed processes, rather
than as logic programs, and that annotations should be
designed from this perspective. We then describe the
design of such an annotation and list certain syntactic restrictions
required to enforce its semantics. Section 6 shows how these
syntactic restrictions can be enforced by a compile-time
check. Section 7 demonstrates that the new annotation sup-
ports the programming techniques available in Concurrent
Prolog (which has the most unrestrictive annotation of all the
languages considered) and we present our conclusions in Sec-
tion 8.

2. Synchronization in Committed-Choice Languages

Committed-choice languages generally allow clauses of the form:

\[ \text{<head term> } \leftarrow \text{<guard terms>} \mid \text{<body term>, } \ldots \text{<body term>} \]

The important language decisions include control con-
cepts for ordering the evaluation of clauses (as, for example,
in Parlog), restrictions on the guards including the variables
accessible to them and the variables they can bind, and the
annotations for synchronization and communication. We con-
fine ourselves to the last of these issues. Many of the issues
involved in the design of such languages stem from the
interaction of these design choices, but we will not examine
them in detail since they are not central to the point we wish to
make.

In this section we look at some of the existing
committed-choice languages and the annotations they provide
for synchronization and communication. We begin by exa-
mining Concurrent Prolog and then discuss Saraswat's annota-
tion, Parlog and Guarded Horn Clauses.

Concurrent Prolog has been the subject of extensive dis-
cussions in the Prolog Digest (a network mailing group). It has
also been examined at length in [8]. The read-only annotation
in Concurrent Prolog was originally defined as follows. Let
X? be an annotated term, T an unannotated term and Y an
unannotated variable. Unify(X?,Y) succeeds with X bound to
T if X is a variable, else X is recursively unified to T. The
behaviour of Unify(X?,Y) is not clearly defined. It could
suspend until X and Y are instantiated or X and Y could
be recursively unified. The unification of X? with Y suspends
until X is instantiated if Y is a non-variable. If Y is a variable
it succeeds with Y made read-only and bound to X.

This definition leads to the following undesirable
characteristics:

1. Unification becomes order-dependent.
2. ?-annotations in clause heads can cause deadlocks
   depending on the order of unification.
3. Static analysis is not enough since ?-annotations
can be propagated at run-time, leading to many
unexpected behaviours.

Saraswat discusses these issues at length and suggests
another annotation. This annotation (?) can only be used in
clause heads and it is not passed on like the ?-annotation is.
Unify(X?,Y) suspends until Y is instantiated and then unifies X
and Y recursively. If it annotates term T1 which is a subterm
of term T, all sub-terms of T (including T) that contain T1
must also be ?-annotated. The semantics are defined with
respect to a parallel unification algorithm and are thus trivially
independent of the order of unification.

This alleviates many of the problems with the read-only
variable, and as Saraswat points out, all CP programs
presented so far can be easily translated using the ?-annotation.
However, the notion of synchronization can only be under-
stood in terms of unification - we can only make statements of
the form "Process P will wait until the argument in the invok-
ing goal which matches term T in the head of P has been
instantiated". This does not preclude the possibility that the
unification of head and goal may itself instantiate the required
argument.

This makes it difficult to attach a semantics that
describes the synchronization of a process with respect to
other processes in the network since a process may 'feed
itself' in the course of unification! A rough analogy is a pro-
cess waiting on a semaphore that is allowed to signal itself. If
we are to use our experience with more conventional distri-
buted programs to understand programs that use logical vari-
bles for communication, we must have a synchronization
mechanism that matches our intuition, and allows us to make
statements of the form "Process P will wait until some (other)
process Q instantiates a variable (sends a message)".

The OR-relations subset of Parlog (whose origins can
be traced back to Clark and Gregory’s Relational Language
(10)) comes closer to this objective. The proviso that goal
variables cannot be instantiated during unification with a
clause head (in fact, until execution of the guard is complete)
effectively resolves the problem we pointed out in Saraswat’s
annotation. However, this appears to be far too strong a re-
striction. While it is desirable to prevent a process from instan-
tiating a variable that it is waiting upon, preventing it from
instantiating any variable in the goal (until completion of the
guards) unduly sacrifices a lot of the expressiveness of logical
variables. We must note, however, that this decision in Parlog
was prompted by several other factors, mostly related to the
nature of the goal computations.

Further, Parlog insists upon each argument of a clause
head being given a mode (input or output), and allows only
matching (from or to the goal). Again, these restrictions were
motivated partly by efficiency considerations, but they are
overly restrictive. We feel that the synchronization mechanism
should be designed so as to retain as much of the expressive
power of the logical variable as possible. It should also allow
the extraction of as much parallelism as the program permits.
Guarded Horn Clauses (the proposed core of the Kernel Language for ICOT's Parallel Inference Machine) take an interesting approach. Their philosophy is close to ours in that they explicitly think in terms of processes and communication. They eschew any form of annotation and rely entirely upon the definition of the guards for synchronization. They place the restriction that the unification of the goal and the head and the computation of the guards may not instantiate any variables in the goal. If such an instantiation is required for progress, the process must suspend until some other process binds the goal variable. This is essentially the same mechanism we saw in Parlog. The Parlog requirement that all arguments be modeled is absent (in fact, there are no modes). The result is a very simple language.

We again observe that this sacrifices some of the expressiveness of logical variables and imposes more sequencing than is strictly necessary. The reason is that, in effect, all variables in the goal are treated as variables to be synchronized upon. This also imposes a high execution time overhead by unnecessarily suspending several processes. Our approach considers the alternative of retaining the underlying view of distributed processes and using annotations to make the language more expressive and efficient, at the cost of some syntactic elegance.

3. The Proposed Model of Computation

The Horn Clause paradigm is inappropriate for languages that use committed choice non-determinism because the completeness of the declarative semantics has been lost. Given a solution (ie a set of bindings for the input arguments) we can assert that the logical implications of the clauses are satisfied. However, given that a solution does exist for a given goal, we cannot guarantee that it will be found (and of course, we cannot find all such solutions). So if a program fails to find a solution, in what terms do we understand its failure? Is there no solution, or is it just that one particular (non-deterministic!) execution sequence failed to find it?

We suggest that it is better to think of these programs as rewrite rules. The clauses in a program are viewed as templates which can be used to reduce (rewrite) processes. We interpret them as follows. In any network, a process which matches the template in the head of the clause can be replaced by the network of processes represented by the terms on the right hand side of the clause. Since the terms in the guard must be satisfied before we choose the rewrite rule to apply, in effect we replace the original process by the network of processes in the body. If there are several clauses with heads that match a given goal, these can be matched with the goal and their guards invoked in parallel (using local environments if necessary). Each of these clauses represents one potential rewrite rule that can be used to reduce the goal. The process of matching the heads and satisfying the guards is used to determine which of these is to be applied. Given a set of clauses such that their heads match with the given goal and their guard computations terminate successfully, one of them is chosen non-deterministically. Each of these clauses represents an acceptable rewrite rule.

Once we choose a rewrite rule, the process representing the goal is replaced by a set of processes corresponding to the goals on the right hand side of the selected rewrite rule. This is a network with the same external interface as the original process in that the global variables (channels) that are accessed by the processes in it are the same variables accessed by the original process. Thus we see an hierarchical decomposition of a process into a network of processes with the same external interface. This process structure is very similar to the networks discussed in [11] although the nature of the channels is totally different. The order in which each of the processes in this network is further reduced is again non-deterministic.

Kahn described a simple model of computation using communicating processes [12,13] wherein the communication consisted essentially of streams. van Emden and de Lucena Filho demonstrated how computations in this model could be realized in Logic [14]. A close examination of their work reveals that the subset of Logic used in this realization is such that there is precisely one acceptable rewrite rule at each OR node. Further, as they point out, AND siblings are chosen for reduction in a certain (implicit) order. The other possible orders represent interesting variants of Kahn's model wherein certain processes 'run ahead' of their input streams.

This work can be viewed as the kernel of our proposed model. However, the languages we are considering introduce some features that go beyond the simple subset of Logic which serves to emulate Kahn's model. First, there are two sources of non-determinism that need to be controlled; the choice of a rewrite rule and the choice of a goal to expand. The latter can be resolved by expanding all goals in parallel. This presents no difficulties in itself, but it makes the former choice more difficult. The second feature that goes beyond the subset of Logic discussed by van Emden and de Lucena adds to this difficulty. It is the fact that communication can no longer be thought of as just streams. A single variable can serve as the vehicle for to and fro communication (each process binds it to a list consisting of the message and a variable which is used to continue the dialogue).

So, to program effectively using this paradigm, we need some means of synchronizing the various processes. This can be done entirely within the guard computations by including sufficient goals in the guard and using a variable binding strategy similar to Parlog or GHC. However, there could be situations wherein the synchronization conditions are difficult to express in this manner and annotations could provide a more natural and efficient mechanism. Further, annotations allow us to gain more parallelism, as was pointed out earlier.
4. The New Annotation ‘%’

The annotation ‘%’ has been designed using a process oriented approach. It has the same semantics whether it annotates a variable in a call or in a clause head. It is a guarantee that the process in which it appears (it may appear either in the call which specifies the required process or a clause head being matched in an attempt to spawn such a process) will not instantiate it to a non-variable. In other words, such an instantiation must be due to some other process (a sibling of the call or a sibling of an ancestor), and this fact can be used to make the process wait for input (which may in fact decide the nature of this process since attempts to match the call against a clause head may be delayed until the input is available). These semantics are guaranteed by the definition regardless of the order of unification.

The unification of %-annotated terms and variables is defined below for the case where they appear in a call and for the case where they appear in a clause head. Further, some syntactic requirements must be met in order to obtain the desired semantics and these are specified along with the rationale behind them. In the rest of this paper we use the following convention unless otherwise stated. A capital letter from the end of the alphabet (e.g., X, Y) denotes a variable, terms are specified by ‘Term’, and all variables and terms are assumed to be unannotated unless explicitly shown with a prefixed ‘%’.

We first consider the use of ‘%’ in clause heads. If it annotates a variable, say X, then this is a guarantee that X will be instantiated to a non-variable by some external process. This is achieved by the rule that X% in a clause head will unify with Term% (in a call) with X instantiated to Term, will unify with Y% with X bound to Y, and will fail otherwise. We could have defined unification with Y% to suspend, but we allowed it to proceed, binding X to Y, in order to extract as much concurrency as possible. The value of X is not really needed until it has to be matched with a non-variable, and our decision essentially ensures that X will be instantiated to the same value as Y (by some other process of course). Note that Saraswat’s %-annotation is defined to suspend in this case, thus sacrificing some parallelism. Unification with an unannotated term or variable in the call is defined to fail in order to avoid instantiating X% during the process of matching the call against the head. To illustrate this consider Example 1 below.

Example 1

To illustrate why unification with an unannotated term or variable should be defined to fail consider the following:

Call: Equivalence(Y, Y)
Clause: Equivalence(5, X%) ← ...
target clause head is %-annotated. We may think of %-annotations as part of the specification of the desired process. We thus use %-annotated terms in the call to provide a guarantee that the process defined by a clause head is being correctly used, an approach that is along the same principles as strong typing elsewhere. Note that nothing has been said about the instantiation of the variables in the %-annotated terms. To illustrate this consider Example 2 below.

Example 2

This example emphasizes the fact that no assurance is given as to which process instantiates the variables inside a %-annotated term. Consider the following:

Call: \texttt{No\_guarantee([XY]%[, X, Y])}
Clause: \texttt{No\_guarantee(Z%, 5, 6) } 

Unification always succeeds, instantiating \( X \) to 5 and \( Y \) to 6. The only fact guaranteed by the %-annotation, that the argument corresponding to \( Z \) will be instantiated to a term by some other process, has been satisfied trivially by virtue of the corresponding argument being a term \([XY]\). This term, moreover, is %-annotated, thus indicating that this call is to be matched with a clause that expects to find its first argument instantiated to a term; and since this is precisely what the given clause expects, unification succeeds. [1]

We summarise these rules in Table 1. The notation we use is as follows. GL refers to the argument in the goal, HD refers to the argument in the clause head, and the table specifies the unification algorithm for all combinations of these arguments. The entry 'Unify(GL,HD)' indicates GL and HD are terms and are unified recursively as usual. The entry 'HD = Ref(GL)' indicates that HD is bound to GL (or instantiated to GL, if GL is a term). 'Suspend(GL)' indicates that unification suspends till GL is instantiated.

There is another important case of unification to consider. We mentioned earlier that we could use the guards to equivalence two variables. This becomes important due to the restriction that variables in a clause head be unique. We use the operator '=' to do this. This operator unifies its two arguments recursively, and if one of them is a %-annotated variable it suspends until it has been instantiated. The %-annotation is ignored when it decorates a term (we think of this as a %-annotated variable that has been instantiated as required by the %-annotation). Suspension occurs even when both arguments are %-annotated variables. This is because binding the two variables and allowing unification to proceed will result in both of the variables being instantiated when one of them is, thus violating our semantics that this process will never instantiate one of its %-annotated variables.

The intended semantics for '%' can be achieved with these rules only if some syntactic restrictions are met. These are described and motivated in the next section.

5. Syntactic Restrictions

The rules defined in Section 4 for unification do not, by themselves, give us the semantics we want. There are several ways in which the requirement that a process should not instantiate one of its %-annotated variables can be breached. The following syntactic restrictions are designed to stem these breaches, and we present a set of examples illustrating (and justifying) them after first presenting them below.

We require that variables in a clause head occur just once in that head, and that the use of '%' in a call be consistent in that either all or no occurrences of a variable \( Y \) in a call are annotated. If % annotates a term or a variable in a clause head, all superior terms (all terms which contain the annotated term or variable) must also be %-annotated. Further, if \( X\%\) appears in a clause head, all occurrences of \( X \) on the right hand side of the clause must be %-annotated. This is because \( X \) might be bound to some \( Y \) (%-annotated) in the call, and this process must not instantiate \( X \) (and thus \( Y \)). These restrictions are necessary to ensure the desired semantics, but they are sensible requirements. (The requirement that all variables in a clause head occur just once cannot be justified on its own merits, but it is not overly restrictive since we can always use the guards to state that two given variables must be instantiated to unifiable terms.) An efficient compile-time check suffices to enforce these rules.

The idea behind these restrictions is again to prevent this process from instantiating a %-annotated variable during the process of matching the call against the head. Examples 3 through 5 illustrate why they are needed.

Example 3

This example shows why variables in the clause head must be unique. Consider the following:

Call: \texttt{Sneaky\_Equivalence([XY]%, [X15%])}
Clause: \texttt{Sneaky\_Equivalence(Z, Z) } 

Left-to-right unification will succeed with \( Y \) being instantiated to 5. Right-to-left unification will suspend until some other process instantiates \( Y \), and will then try to unify it with 5. Note that %-annotating the two \( Z \)'s and the corresponding terms would still yield the same undesirable behaviour. The problem lies in the fact that the \( Z \)'s equivalence \( Y \) with 5. It might be argued that this process will in any case fall if \( Y \) is not eventually instantiated to 5, and there is no harm in letting this failure be discovered later.
The flaw lies in the fact that there might be several alternative clauses (in other words, potential process descriptions). The call, as we observed earlier, is the specification of a needed process, and this entire exercise of matching with the clause heads and trying to satisfy the guards is intended to find a process template (one of the clauses) which meets the specifications. If, for instance, we assume an empty guard, the choice is made once the unification of the call with a clause head succeeds. The above order-dependent behaviour could thus lead to the call reducing to a process that fails or one that succeeds. Such a possibility is inherent in any committed-choice logic programming language, but it should at least be independent of things like the order of unification! The fact that this objective is compromised by some extra-logical features should not be interpreted as licence to design other extra-logical features with the same deficiency. []

Example 4

This illustrates why variables in a call must be annotated consistently, consider the following.

Call: Fickle(X%, X)
Clause: Fickle(Y%, 5) <--- ...

Left-to-right unification will suspend until some other process instantiates X but right-to-left unification will succeed with X and Y instantiated to 5. If both occurrences of X in the call are %-annotated, this problem does not arise since unification always suspends until X is instantiated by another process. []

Example 5

If a term T in a clause head contains a %-annotated sub-term T1, then every sub-term of T including T must be %-annotated. This is because the call call could equivalence two terms in the head as in this example.

Call: Machiavelli(Z, Z)
Clause: Machiavelli([5][Y%], [5][6%]) <--- ...

Left-to-right unification will suspend whereas right-to-left unification will succeed with Y instantiated to 6. However, if both the terms in the clause head as well as the two Z occurrences are %-annotated, unification will always suspend until Z is instantiated by another process, hopefully to some term of the form [5[U%]], where the underscore stands for an arbitrary term or variable, and U is either '6' or a variable. At this point, unification will again suspend if U is a variable. []

6. Compile Time Checks

Compile time checking can be used to enforce all of the syntactic restrictions described above. We summarise these compile-time checks:

1. Each variable occurrence in a clause head is unique.
2. A %-annotated variable in a clause head is only used as a %-annotated variable throughout that clause.
3. All superior terms of a %-annotated term or variable in a clause head are %-annotated.
4. Each %-annotated variable on the right hand side of a clause that does not appear in the clause head is:

a. Used consistently in each call (i.e. it is always %-annotated or always unannotated).

b. Appears in at least one call without being annotated.

If a given program passes these checks, the unification algorithm described above ensures the intended semantics. If a process suspends, it is waiting for some other process to instantiate a %-variable. Incidentally, 4.b above detects an obvious instance where such a wait could be futile. The problems involved in detecting such failures are the familiar starvation and deadlock problems of traditional process models since we have eliminated the side effects of unification which enable a process to unexpectedly 'feed' itself!

The only other way in which the annotations intrude (in the sense that they sometimes lead to unexpected situations) is that a call may fail because no clause head matching the annotations is found. We view this as being in the same class of errors as there not being a clause head with the same functor as the call or the same number of arguments since the annotations are as much a part of the static description of a clause as the functor name or number of arguments.

7. The Programming Techniques Supported by '%%'

The %-annotation supports all the programming techniques that the read-only annotation in Concurrent Prolog does. It does not allow us to create protected channel variables (i.e. specify that a process always expects to find a given argument to be a variable), and it is not intended to do so. We note that the current definition of the read-only annotation in CP, as opposed to the original definition, does not permit this either.

We present some more examples to support this claim. These are programs taken from Shapiro's paper 'A Subset of Concurrent Prolog' and expressed using the %-annotation.

Example 6

This is an implementation of Quicksort in CP with the %-annotation. The logic is exactly as in Shapiro's original program.

Example 7

An important feature of CP is the ability to pass partially instantiated data structures, which can then be filled in by the receiver and thus provide a response for the sender. The following example, again adapted from Shapiro's paper, demonstrates that this feature is retained.

stack(S%) <--- stack(S%, []). stack((pop(X)S%)%, Y%Xs) <--- X = Y | stack(S%, Xs).

This program receives a stream of push and pop instructions and services them, putting the response in the variable X. It initialises itself using the first clause.

8. Conclusions

We have defined a new annotation which retains all the power of the read-only annotation in Concurrent Prolog. It has a uniform semantics which is independent of the order of
unification. By forcing the programmer to specify exactly how he intends to use each clause, it supports a more clear and structured style of programming. It achieves these objectives by placing a set of syntactic restrictions. These syntactic restrictions, however, can be checked at compile time, and enable us to detect at compile-time several synchronization errors which can otherwise be detected only at run-time.

The important point was made that these annotations should be designed for use in writing distributed programs. Their purpose is to provide an effective synchronization mechanism which is intuitive and consistent. There must be a minimum of interference in the use of logical variables, and the concurrency inherent in the programs must be fully extracted. The use of syntactic restrictions, hitherto largely ignored in this context, allows us to define a clean annotation that achieves these objectives.
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