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Operating systems are an essential part of any computer system. Similarly, a
course on operating systems is an essential part of any computer science edu-
cation. This field is undergoing rapid change, as computers are now prevalent
in virtually every arena of day-to-day life—from embedded devices in auto-
mobiles through the most sophisticated planning tools for governments and
multinational firms. Yet the fundamental concepts remain fairly clear, and it is
on these that we base this book.

We wrote this book as a text for an introductory course in operating systems
at the junior or senior undergraduate level or the first-year graduate level. We
hope that practitioners will also find it useful. It provides a clear description
of the concepts that underlie operating systems. As prerequisites, we assume
that the reader is familiar with basic data structures, computer organization,
and a high-level language, such as C or Java. The hardware topics required to
understand of operating systems are covered in Chapter 1. In that chapter, we
also include an overview of the fundamental data structures that are prevalent
in most operating systems. For code examples, we use predominantly C, as
well as a significant amount of Java, but the reader can still understand the
algorithms without a thorough knowledge of these languages.

Concepts are presented using intuitive descriptions. Important theoretical
results are covered, but formal proofs are largely omitted. The bibliographical
notes at the end of each chapter contain pointers to research papers in which
results were first presented and proved, as well as references to recent material
for further reading. In place of proofs, figures and examples are used to suggest
why we should expect the result in question to be true.

The fundamental concepts and algorithms covered in the book are often
based on those used in both open-source and commercial operating systems.
Our aim is to present these concepts and algorithms in a general setting that
is not tied to one particular operating system. However, we present a large
number of examples that pertain to the most popular and the most innovative
operating systems, including Linux, Microsoft Windows, Apple macOS (the
original name, OS X, was changed in 2016 to match the naming scheme of other
Apple products), and Solaris. We also include examples of both Android and
i0s, currently the two dominant mobile operating systems.

The organization of the text reflects our many years of teaching courses
on operating systems. Consideration was also given to the feedback provided
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by the reviewers of the text, along with the many comments and suggestions
we received from readers of our previous editions and from our current and
former students. This Tenth Edition also reflects most of the curriculum guide-
lines in the operating-systems area in Computer Science Curricula 2013, the most
recent curriculum guidelines in undergraduate degree programs in computer
science published by the IEEE Computing Society and the Association for Com-
puting Machinery (ACM).

Content of This Book

The text is organized in eight major parts:

Overview. Chapters 1 and 2 explain what operating systems are, what
they do, and how they are designed and constructed. These chapters dis-
cuss what the common features of an operating system are and what an
operating system does for the user. We include coverage of both tradi-
tional PC and server operating systems and operating systems for mobile
devices. The presentation is motivational and explanatory in nature. We
have avoided a discussing how things are done internally in these chap-
ters. Therefore, they are suitable for individual readers or for students in
lower-level classes who want to learn what an operating system is without
getting into the details of the internal algorithms.

Process management. Chapters 3 through 5 describe the process concept
and concurrency as the heart of modern operating systems. A process is
the unit of work in a system. Such a system consists of a collection of
concurrently executing processes, some executing operating-system code
and others executing user code. These chapters cover methods for process
scheduling and interprocess communication. Also included is a detailed
discussion of threads, as well as an examination of issues related to multi-
core systems and parallel programming.

Process synchronization. Chapters 6 through 8 cover methods for process
synchronization and deadlock handling. Because we have increased the
coverage of process synchronization, we have divided the former Chapter
5 (Process Synchronization) into two separate chapters: Chapter 6, Syn-
chronization Tools, and Chapter 7, Synchronization Examples.

Memory management. Chapters 9 and 10 deal with the management of
main memory during the execution of a process. To improve both the
utilization of the CPU and the speed of its response to its users, the com-
puter must keep several processes in memory. There are many different
memory-management schemes, reflecting various approaches to memory
memory-management management, and the effectiveness of a particular
algorithm depends on the situation.

Storage management. Chapters 11 and 12 describe how mass storage and
I/0 are handled in a modern computer system. The I/0O devices that attach
to a computer vary widely, and the operating system needs to provide
a wide range of functionality to applications to let them to control all
aspects of these devices. We discuss system 1/0 in depth, including 1/0
system design, interfaces, and internal system structures and functions.
In many ways, I/0 devices are the slowest major components of the com-
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puter. Because they represent a performance bottleneck, we also examine
performance issues associated with 1/0 devices.

¢ File systems. Chapters 13 through 15 discuss how file systems are handled
in a modern computer system. File systems provide the mechanism for on-
line storage of and access to both data and programs. We describe the clas-
sic internal algorithms and structures of storage management and provide
a firm practical understanding of the algorithms used —their properties,
advantages, and disadvantages.

¢ Security and protection. Chapters 16 and 17 discuss the mechanisms nec-
essary for the security and protection of computer systems. The processes
in an operating system must be protected from one another’s activities.
To provide such protection, we must ensure that only processes that have
gained proper authorization from the operating system can operate on the
tiles, memory, CPU, and other system resources. Protection is a mechanism
for controlling the access of programs, processes, or users to computer-
system resources. This mechanism must provide a means of specifying
the controls to be imposed, as well as a means of enforcement. Security
protects the integrity of the information stored in the system (both data and
code), as well as the physical resources of the system, from unauthorized
access, malicious destruction or alteration, and accidental introduction of
inconsistency.

® Advanced topics. Chapters 18 and 19 discuss virtual machines and
networks/distributed systems. Chapter 18 provides an overview of
virtual machines and their relationship to contemporary operating
systems. Included is a general description of the hardware and software
techniques that make virtualization possible. Chapter 19 provides an
overview of computer networks and distributed systems, with a focus on
the Internet and TCP/1P.

Programming Environments

The text provides several example programs written in C and Java. These
programs are intended to run in the following programming environments:

e POSIX. POSIX (which stands for Portable Operating System Interface) is a set
of standards implemented primarily for UNIX-based operating systems.
Although Windows systems can also run certain POSIX programs, our
coverage of POSIX focuses on Linux and UNIX systems. POSIX-compliant
systems must implement the POSIX core standard (POSIX.1); Linux and
macOS are examples of POSIX-compliant systems. POSIX also defines sev-
eral extensions to the standards, including real-time extensions (POSIX.1b)
and an extension for a threads library (POSIX.1c, better known as Pthreads).
We provide several programming examples written in C illustrating the
POSIX base API, as well as Pthreads and the extensions for real-time pro-
gramming. These example programs were tested on Linux 4.4 and macOS
10.11 systems using the gcc compiler.
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¢ Java. Java is a widely used programming language with a rich API and
built-in language support for concurrent and parallel programming. Java
programs run on any operating system supporting a Java virtual machine
(or JvM). We illustrate various operating-system and networking concepts
with Java programs tested using Version 1.8 of the Java Development Kit
(JDK).

* Windows systems. The primary programming environment for Windows
systems is the Windows API, which provides a comprehensive set of func-
tions for managing processes, threads, memory, and peripheral devices.
We supply a modest number of C programs illustrating the use of this API.
Programs were tested on a system running Windows 10.

We have chosen these three programming environments because we
believe that they best represent the two most popular operating-system
models—Linux/UNIX and Windows—along with the widely used Java
environment. Most programming examples are written in C, and we expect
readers to be comfortable with this language. Readers familiar with both the
C and Java languages should easily understand most programs in this text.

In some instances—such as thread creation—we illustrate a specific con-
cept using all three programming environments, allowing the reader to con-
trast the three different libraries as they address the same task. In other situa-
tions, we may use just one of the APIs to demonstrate a concept. For example,
we illustrate shared memory using just the POSIX API; socket programming in
TCP/IP is highlighted using the Java APL

Linux Virtual Machine

To help students gain a better understanding of the Linux system, we provide
a Linux virtual machine running the Ubuntu distribution with this text. The
virtual machine, which is available for download from the text website (http://
www.os-book-global.com), also provides development environments includ-
ing the gcc and Java compilers. Most of the programming assignments in the
book can be completed using this virtual machine; the exception is assignments
that require the Windows API. The virtual machine can be installed and run on
any host operating system that can run the VirtualBox virtualization software,
which currently includes Windows 10 Linux, and macOS.

The Tenth Edition
Aswe wrote this Tenth Edition of Operating System Concepts, we were guided by
the sustained growth in four fundamental areas that affect operating systems:
1. Mobile operating systems
2. Multicore systems
3. Virtualization
4

Nonvolatile memory secondary storage
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To emphasize these topics, we have integrated relevant coverage throughout
this new edition. For example, we have greatly increased our coverage of the
Android and iOS mobile operating systems, as well as of the ARMvS architec-
ture that dominates mobile devices. We have also increased our coverage of
multicore systems, including APIs that support concurrency and parallelism.
Nonvolatile memory devices like SSDs are now treated as the equals of hard-
disk drives in the chapters that discuss I/0, mass storage, and file systems.

Several of our readers have expressed support for an increase in Java
coverage, and we have provided additional Java examples throughout this
edition.

Additionally, we have rewritten material in almost every chapter by bring-
ing older material up to date and removing material that is no longer interest-
ing or relevant. We have reordered many chapters and have, in some instances,
moved sections from one chapter to another. We have also greatly revised
the artwork, creating several new figures as well as modifying many existing
figures.

Major Changes

The Tenth Edition update encompasses much more material than previous
updates, in terms of both content and new supporting material. Here, outline
the major content changes in each chapter:

¢ Chapter 1: Introduction includes updated coverage of multicore systems,
as well as new coverage of NUMA systems and Hadoop clusters. Old mate-
rial has been updated, and new motivation has been added for studying
of operating systems.

¢ Chapter 2: Operating-System Structures provides a significantly revised
discussion of the design and implementation of operating systems. We
have updated our treatment of Android and iOS and have revised our
coverage of the system boot process with a focus on GRUB for Linux
systems. New coverage of the Windows subsystem for Linux is included
as well. We have added new sections on linkers and loaders, and we now
discuss why applications are often operating-system specific. Finally, we
have added a discussion of the BCC debugging toolset.

¢ Chapter 3: Processes simplifies the discussion of scheduling so that it
now includes only CPU scheduling issues. New coverage describes the
memory layout of a C program, the Android process hierarchy, Mach
message passing, and Android RPCs. We have also replaced coverage of
the traditional UNIX/Linux init process with coverage of systemd.

¢ Chapter 4: Threads and Concurrency (previously Threads) increases the
coverage of support for concurrent and parallel programming at the API
and library level. We have revised the section on Java threads so that it
now includes Futures and have updated the coverage of Apple’s Grand
Central Dispatch so that it now includes Swift. New sections discuss fork-
join parallelism using the fork-join framework in Java, as well as Intel
thread building blocks.
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Chapter 5: CPU Scheduling (previously Chapter 6) revises the coverage of
multilevel queue and multicore processing scheduling. We have integrated
coverage of NUMA-aware scheduling issues throughout, including how
this scheduling affects load balancing. We also discuss related modifica-
tions to the Linux CFS scheduler. New coverage combines discussions of
round-robin and priority scheduling, heterogeneous multiprocessing, and
Windows 10 scheduling.

Chapter 6: Synchronization Tools (previously part of Chapter 5, Process
Synchronization) focuses on various tools for synchronizing processes.
Significant new coverage discusses architectural issues such as instruction
reordering and delayed writes to buffers. The chapter also introduces lock-
free algorithms using compare-and-swap (CAS) instructions. No specific
APIs are presented; rather, the chapter provides an introduction to race
conditions and general tools that can be used to prevent data races. Details
include new coverage of memory models, memory barriers, and liveness
issues.

Chapter 7: Synchronization Examples (previously part of Chapter 5,
Process Synchronization) introduces classical synchronization problems
and discusses specific API support for designing solutions that solve
these problems. The chapter includes new coverage of POSIX named and
unnamed semaphores, as well as condition variables. A new section on
Java synchronization is included as well.

Chapter 8: Deadlocks (previously Chapter 7) contains minor updates,
including a new section on livelock and a discussion of deadlock as an
example of a liveness hazard. The chapter includes new coverage of the
Linux lockdep and the BCC deadlock_detector tools, as well as coverage
of Java deadlock detection using thread dumps.

Chapter 9: Main Memory (previously Chapter 8) includes several revi-
sions that bring the chapter up to date on memory management on modern
computer systems. We have added new coverage of the ARMv8 64-bit
architecture, updated the coverage of dynamic link libraries, and changed
swapping coverage so that it now focuses on swapping pages rather than
processes. We have also eliminated coverage of segmentation.

Chapter 10: Virtual Memory (previously Chapter 9) contains several revi-
sions, including updated coverage of memory allocation on NUMA systems
and global allocation using a free-frame list. New coverage includes com-
pressed memory, major/minor page faults, and memory management in
Linux and Windows 10.

Chapter 11: Mass-Storage Structure (previously Chapter 10) adds cover-
age of nonvolatile memory devices, such as flash and solid-state disks.
Hard-drive scheduling is simplified to show only currently used algo-
rithms. Also included are a new section on cloud storage, updated RAID
coverage, and a new discussion of object storage.

Chapter 12, I/0O (previously Chapter 13) updates the coverage of
technologies and performance numbers, expands the coverage of
synchronous/asynchronous and blocking/nonblocking 1/0, and adds a
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section on vectored I/0. It also expands coverage of power management
for mobile operating systems.

Chapter 13: File-System Interface (previously Chapter 11) has been
updated with information about current technologies. In particular, the
coverage of directory structures has been improved, and the coverage of
protection has been updated. The memory-mapped files section has been
expanded, and a Windows API example has been added to the discussion
of shared memory. The topics have been reordered in Chapters 13 and 14.

Chapter 14: File-System Implementation (previously Chapter 12) has
been updated with coverage of current technologies. The chapter now
includes discussions of TRIM and the Apple File System. In addition, the
discussion of performance has been updated, and the coverage of journal-
ing has been expanded.

Chapter 15: File System Internals is new and contains updated informa-
tion from the previous Chapters 11 and 12.

Chapter 16: Security (previously Chapter 15) now precedes the protec-
tion chapter. It includes revised and updated terms for current security
threats and solutions, including ransomware and remote access tools. The
principle of least privilege is emphasized. Coverage of code-injection vul-
nerabilities and attacks has been revised and now includes code samples.
Discussion of encryption technologies has been updated to focus on the
technologies currently used. Coverage of authentication (by passwords
and other methods) has been updated and expanded with helpful hints.
Additions include a discussion of address-space layout randomization and
a new summary of security defenses. The Windows 7 example has been
updated to Windows 10.

Chapter 17: Protection (previously Chapter 14) contains major changes.
The discussion of protection rings and layers has been updated and now
refers to the Bell-LaPadula model and explores the ARM model of Trust-
Zones and Secure Monitor Calls. Coverage of the need-to-know principle
has been expanded, as has coverage of mandatory access control. Subsec-
tions on Linux capabilities, Darwin entitlements, security integrity protec-
tion, system-call filtering, sandboxing, and code signing have been added.
Coverage of run-time-based enforcement in Java has also been added,
including the stack inspection technique.

Chapter 18: Virtual Machines (previously Chapter 16) includes added
details about hardware assistance technologies. Also expanded is the
topic of application containment, now including containers, zones, docker,
and Kubernetes. A new section discusses ongoing virtualization research,
including unikernels, library operating systems, partitioning hypervisors,
and separation hypervisors.

Chapter 19, Networks and Distributed Systems (previously Chapter 17)
has been substantially updated and now combines coverage of computer
networks and distributed systems. The material has been revised to bring
it up to date on contemporary computer networks and distributed sys-
tems. The TCP/IP model receives added emphasis, and a discussion of
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cloud storage has been added. The section on network topologies has been
removed. Coverage of name resolution has been expanded and a Java
example added. The chapter also includes new coverage of distributed
file systems, including MapReduce on top of Google file system, Hadoop,
GPFS, and Lustre.

Supporting Website

When you visit the website supporting this text at http://www.os-book-global.
com, you can download the following resources:

e Linux virtual machine

e (C and Java source code

The complete set of figures and illustrations
® FreeBSD, Mach, and Windows 7 case studies
e FErrata

¢ Bibliography

Notes to Instructors

On the website for this text, we provide several sample syllabi that suggest var-
ious approaches for using the text in both introductory and advanced courses.
As a general rule, we encourage instructors to progress sequentially through
the chapters, as this strategy provides the most thorough study of operat-
ing systems. However, by using the sample syllabi, an instructor can select a
different ordering of chapters (or subsections of chapters).

In this edition, we have added many new written exercises and pro-
gramming problems and projects. Most of the new programming assignments
involve processes, threads, process scheduling, process synchronization, and
memory management. Some involve adding kernel modules to the Linux sys-
tem, which requires using either the Linux virtual machine that accompanies
this text or another suitable Linux distribution.

Solutions to written exercises and programming assignments are available
to instructors who have adopted this text for their operating-system class. To
obtain these restricted supplements, contact your local John Wiley & Sons sales
representative. You can find your Wiley representative by going to http://www.
wiley.com/college and clicking “Who’s my rep?”

Notes to Students

We encourage you to take advantage of the practice exercises that appear at the
end of each chapter. We also encourage you to read through the study guide,
which was prepared by one of our students. Finally, for students who are unfa-
miliar with UNIX and Linux systems, we recommend that you download and
install the Linux virtual machine that we include on the supporting website.
Not only will this provide you with a new computing experience, but the open-
source nature of Linux will allow you easily to examine the inner details of this
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popular operating system. We wish you the very best of luck in your study of
operating systems!

Contacting Us

We have endeavored to eliminate typos, bugs, and the like from the text. But,
as in new releases of software, bugs almost surely remain. An up-to-date errata
list is accessible from the book’s website. We would be grateful if you would
notify us of any errors or omissions in the book that are not on the current list
of errata.

We would be glad to receive suggestions on improvements to the book.

We also welcome any contributions to the book website that could be of use
to other readers, such as programming exercises, project suggestions, on-line
labs and tutorials, and teaching tips. E-mail should be addressed to os-book-
authors@cs.yale.edu.
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